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Executive Summary

The main mission of deliverable D3.1 is to presentitiigal version of the components that

compose the FlexiGroBots platform, being the first outcome of WAR&form development

Two more versions of the deliverable will be published during the exatuti the project:

D3.2 in December 2022 (M24) and D3.3 in December 2023 (M36). The three deliverables
correspond tothe main releases othe Ct SEADNER . 2 (& LI} | dofmardllyQa O
prototypes, but descriptive reports have bealsoprepared to explairthe work done during

the development process and the achieved results.

FlexiGroBots platform is devoted to enilglthe usage of flexible and heterogeneous multi
robot systems for intelligent automation of precision agriculture operatioftse platform
considers by design the creation of an embryonic Agriculture Data Space (ADS) to support
robotics missions leveraging the visiortlo# International Data Spaces Association (IDSA) and
the existing building blocks already implemented by its commuifitye ACBwill support the

three pilotsto realize a data value chathat maximizes synergies, collaboration, and trading
around data, while ensuring data sovereigndata governance and security in data sharing /
exchange across companies, domains and inteonali bordersThe key Data Space building
blocks will be extended and particularised for the needs and requirements of the stakeholders
and systems participating normally in the usage of robotics systems for precision agriculture.

Within the ADSthe FlexGroBots platform includes data analyticsdeeate Aldriven multt

robot systems and advanced services. On one hand, it supports Machine learning operations
(MLOps) addressing the complete lifecycle of the models and introducing powerful
functionalities ke Automated Machine Learning (AutoML). On the other hand, additional
enablers are being developed to deploy geospatial data management, access and processing
capabilities following OGC standards.

To maximise the replicability and impacttbé FlexiGroBts platform in a wide range of use

cases beyond the crops target6 & (G KS LINRP2SO0GQa LIAf20ax I+ &
applicatiors YR ASNIBWAOS&a NS o0SAy3a AYLIESYSYUGuSR gA
navigation, detection of diseases or pests. Their goal is to be general enough to be used off

the shelf by more new farmers.

Finally, FlexiGroBots Mission Control Centre (MCC) @ffesmplete and vendeindependent
solution to plan, execute and monitor the operation of fleets of flexible and heterogeneous
robots, providing the maximum standards in terms of safety. It is seamlessly integrated with
the rest ofthe components of the @tform and with thirdparty systems through the ADS.

For each one of the components of the platform, the deliverable describes in detail the status
at M12 of the projectregardingimplemented functionalities, technical requirements, data
models, APIs, GUImstallation procedure, prototype availability and planning tioe next
steps.
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All these aspects will evolve during the project lifetime, benefiting especially from the

AYGSNIr OtA2ya NEOSAQPSR FTRRY

YR FSSRol O}

0KS

They will also receive the influence from the different activities executed in the scope of WP2

(i.e., standardisation, ethical and

although the development of the prototypes will be done in an agile and continuous manner,

legal

assessment) and7 WIR., dissemination,
communication, business development). The updates will be reflected3i@ Bnd D3.3

being available in the project GitHub repositony:
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https://github.com/FlexiGroBots-H2020

1 Introduc tion

1.1 Purpose of the document

FlexiGroBots project is an Innovation Action aiming to build a platform for flexible
heterogeneous mulktrobot systems for intelligent automation of precision agriculture
operations, providing multiple benefits to farmers aralithe world. In this vision, fleets of
heterogeneous robots will be able to execute complex missions in an orchestrated and
coordinated way overcoming some of the main barriers that currently limit the adoption of
unmanned vehicles and robotics technokegin the agriculture domain.

In reference to the addressed FlexiGroBots solution, WP3 is focused on the development of
an innovative ICplatform prototypewhich is composed of the following elements:

=

Artificial Intelligence (Al) platform
Commondata enablers and services
Geospatial enablers and services
Common application services
Mission Control Centre

E N ]

The development of the software prototypes of the different components follows an agile
methodology that starts from theformalised requirements and the platform technical
architecture proposed by D2 []. Fromthere, an agile methodology is being followed to
deliver increasingly mature softwapgototypesuntil reaching the finalersionwith a TRL6-

7.

The goal of this document is ttescribe the status of the software prototypes of FlexiGroBots
platform components at the end of the first year of the projemtvering thdollowingaspects:

Implemented functionalities.

Requirements: technical arfunctional.

Data models.

Application Programming Interfaces (APIS).
Graphical User Interfaces (GUISs).
Installation procedure.

Prototype availability within FlexiGroBots.
Release planning.

=4 =4 4 4 -4 -5 -5 4

In thelast point, the consortium hagecidedto adopta modernsdfitware development based
on the Agile philosophy. Following this approacfgr each one of the components to be
implemented within the scope of the project, a product backlog will be creadeéining the
list of tasksor user storiegshat must be completedThe product backlog will be visible and
shared with all the partnersince it will be published in the present document but handled
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also through the project GitHub repositofyueto the collaborative nature of the project and

the need tosynchronizehe activities of the different involved entitiedevelopment sprints

of four weeks of duration will bapplied to produce incremental versions of the software
prototypes inan iterative way. At the beginning of each sprint, involvedtmpers will select

the tasks of the backlog with a higher prioritgking into account also the needed effort that

will be estimated througlstory points The prediction of the time needed for the team to
complete a certain user story or task by meanstofy points is a widely extended practice in
agilesoftware developmenthat aims toincrease the accuracy in the estimations with respect

to using hours and to provide a standard way to compare the complexity to address several
tasks[2]. Inthe FlexiGroBots project, story points are calculated using the Fibonacci sequence.
At the end of each springll WP3 partners will have a retrospective meeting to review the
results and to plan the next on&he same methodology is apglién the implementation of

the pilots as explained in deliverable DE3Y.

In some cases, the level of maturity in the development does not gtowidingsome certain
detailsat the moment of writing D3.1This is mainly the case for the specification of data
models in the common application services. It is important to emphasize thatdoBtains a
fixed view or screenshot of the status of the prototygesvelopment at M12 othe project

The implementation will continue in the next months and therefore all these details will be
progressivelyncorporated ino the project GitHub repository{4]. In the next checkpoint in
M24, the updated version of th deliverable (D3.2) wilurther elaborateon all the aspects
presented in this document.

It must be noted thatn order to maximise the project outreach and impact, the parsteve
made the decision tfollow an opensource philosophy in most of themponents, using also

as a baseline for the platform implementation already existing technologies that will be
improved, extended and tailored for the objectives of the projebthus, the project will
publish software results in a GitHub repositoiifhe sane tool has been also selecte
manage the correspondingroductbacklogs.

1.2 Relation to other project activities

Deliverable D3.1 is the first outcome of WH3atform developmentvrappingthe resultsof

several tasksT3.1- Al platform T3.2- Common data enablers and servicE3.3- Geospatial

enablers and service$3.4- Common application servicaad T35 - Mission Control Centre

The content of D3.1 summarises the implementation status at the end of the first year of the
project for the pototypes buit in these five tasksThe corresponding functionalities have

been implemented taikginto account the requirements (functional and néumctional) and

the technical architecture proposed by DZd& the platform but also after an exhaustive
Fa3aSaaySyid 2F GKS LAf200Qa aLIS Gidfhe pihtanalgsis a NI f
of D2.7.The work reflected in D3.1 will be improved and completed following a continuous,
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iterative and agile development methodolagyew versions of the ptéorm will be released

with more advanced functionalitieso that they can bentegrated, demonstrated and
assessed by the pilat3heresultswill be reported on D4.2, D5.2 and D@2 the end of the
second year of the project (M24, December 2022). Again, a holistic vision will be offered
through D2.8A new version of the platform prototype will be also officially publishethe

same moment with D3.2The collaboration and synergiebetweenWP2 - Requirements,
architecture and standardizatioand WP3 willbe collected also in D2.4nd D2.6. In the
former, relevant standards to be taken into account in the developmenheflexiGroBots
platform will beevaluakd. In the latter, thefocus will be on the ELSEC assessment and the
extraction ofguidelines and recommendations.

A second and updated version of this deliverable, D3.2, will be released in M24 of the project,
which corresponds to December 2022. The final one, D3.3, will bksped in M36 of the
project, December 2023.

ELSEC assessment ———»

Standards

Architecture
Requirements

R .
Pilots’
Pilots alignment
consolidation
Pilots’ reqs & use-cases Pilots’ reqs & use-cases

Luse-cases

|

Figurel Deliverables linked to D3.1

1.3 Structure of the document

This document is structured sevenmajor sections:
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Section lintroduces the motivation for the document, its link tother tasks and
deliverables and describes the structure.

Section 2presentsthe status of the prototype for the Artificial Intelligence platform

The Common Data Services that are being used for the development of the embryonic
Agriculture Data Space (ADSe discussed iSection 3

Section 4is focused on the geospatial enablers and services.

Section 5includes the information for the common application services. This chapter is
divided irto one subsection for each specifervice.

The Mission Control Centre is introducedSection 6.

Section7 explains the conclusions of the deliverable, providing a vision for the related
tasks and documents, especially for the next iteration of this deninbd3.2
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2 Artificial Intelligence platform

2.1 Implemented functionalities

FlexiGroBots has dedicated componentsupport building, sharing and deploying Al services
in the context of the Agriculture Data Space (A&®®) having as an additional objective to be
interoperable with the results of the Artificial Intelligence-damand platform produced by

the H2020 AI4EU projecthe main services implemented by FlexiGroBots Al services are the
following:

1 Abstraction of omputing resources and software toolchains so that data sciesd#st get
access to @ off-the-shelf power Machine Learning (ML) environment.

0 Management of computing resources (cloud and/or Rgrformance computing)
to run any ML process according touygrocessing needs.

o Kubernetes[5] infrastructure support to have interoperability witthe main
Infrastructure as a Service (IaaS) or Platform as a Service (PaaS) solutions

0 Quotas for users about how to exploit the infrastructuMulti-tenant support.

1 Toolboxof welkknown ML frameworks, libraries or SDKs to allow developing models for
precision agriculture applications aheéterogeneous robots.

1 Workflow engine for the automation of ML processes following MLOps and AutoML
paradigms. It should cover the compldifecycle of ML models, i.e., data ingestion, data
exploration, data preprocessing, feature engineeringnodels training, architecture
exploration, hyperparameters optimization, packaging, deployment, monitorargl
optimization.

1 A repository of datasetshared as part of the ADS that can be used to train ML models.

1 A repository of ML and Alriven robotics services built using the platform functionalities
F2NJ GKS LJzN1J2&asS 2F GKS LINRP2SOGQa LIAf20 I yR

o User's own storage for theown experiments and developments.
0 Access control functionalities.
o Concept of experiments and training to drive Transfer Learning.
1 Multi-platform support (x86, ARM, GPU, TPU) based on Docker containers.
o Training options to use specific hardware.
0 Generation and optimization of models for serving considering different
architectures and frameworks.

1 Integration of development tools: Jupyter Notebooks, Software Development Kits (SDKSs)

and/or Command Line Interfaces (CLI).

Therefore,the usage otthe FlexiGroBots Al platform will bef paramount importance in

several aspects of the project since it willdagportive technologyequired by data scientist
and Machine Learning engineet® produc innovative ML models and Abwered
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applications. Thus, elose interaction wiltake place between the results of ta3iB.1¢ Al
platform, T3.4¢ Common Application Servicasd the three work packages focused on the
pilots WP4, WP5 and WPEigure2 shows the split between the scope of these three realms.

T3.1 Al platform T3.4 Common application services

» Services that are needed for building, sharing and » Implementation of the Al services:
deploying Al services (to be implemented in 73.4 or WP4- = People detection, location & tracking
6). = People’s action recognition

» Tools for managing datasets and Machine Learning * Vehicle detection, location & tracking
models. L '

= Photogrammetry

= (IS Consumption

= Disease detection in fruit

= Pest detection in plants

= Weed detection in berry fields

» Tools to facilitate the exploration of the datasets and the
development of ML models. Mainly, Jupyter notebooks
and training the models directly on the platform.

» Libraries for data visualisation or analytics.

» AutoML to automate the life-cycle of the ML models and to _ _ )
find the best architecture and hyper-parameters. Reusable by other agricultural robotic solutions
» Publication of the models in the Al4EU marketplace.

» Specific Al services and models required just for the execution of the pilots.
» Particularisation of T3.4 services

Figure2 Differentiation and synergies between T3.1, T3.4 and WR3

Although initially, the usagef Acumos AJ6] was proposedthe partners performed at the
beginning of the project an exhaustive analysis of the stdtthe-art of existing technology
solutions to ensure thathe FlexiGroBots project leverages the most recent advancetea
field of MLOpsThe study was done considering the requirements and-oases specified
during the first months of the project and which atescribed in detail in the deliverable D2.2
[1]:

1 Al_UCX Data management

1 AI_UCZ; Experiments management.

1 AI_UCZ Trainings management.

1 AI_UC4 Models management.

Sincethe FlexiGroBots project is an innovation action and it must prodasalts with a high

TRL (&), it must reuse and integrate as much as possildeailable but innovative
components (especially open source), particularizing themN&S I OK (G KS LINR 2SO
Following this idea, for each one of the us#sessome candidte technologies have been

studied.

License Data forms Storage Multi- | Kubernetes ML
technology user  support frameworks
DVvd7] Apache 2.0|ALL Amazon S3Yes N/A MLFlow
MinlO,

Microsoft Azure
Blob  Storage
Google  Drive
Google  Clou
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License Data forms Storage Multi- | Kubernetes ML

technology support frameworks
Storage, SSi
HDFS
Git LF$8] (MIT ALL N/A Yes N/A ALL
lakeFg9] |Apache 2.0 S3, GCS, or AzyYes Yes MLFlow,
Blob Metaflow
PachydernN/A ALL S3 Yes Yes Label
[10] Studio,
Seldon,
ClearM.
Delta Lak¢Apache 2.0|ALL S3, GCS, arYes No MLFlow
[11] HDFS

Tablel Comparison of data management tools

Tool License Data Experiments Pipelines Serving Multi- Kubernetes
management management user support

Kubeflow |Apache |Yes Yes Yes Yes Yes |Yes
[12] 2.0
MLFlow |Apache |Yes Yes No Yes No |Yes
[13] 2.0

Table2 Comparison of MLOps tools

As a result of this initial analysibe FlexiGroBots Al platform is initially based on Kubeflow.
Data persistence will rely ddinlO[14], whichcan be easily integrated with Kubeflow.

2.2 Requirements

2.2.1 Technical requirements

2.2.1.1 MinlO

Minimum hardware requirements are:

91 Dual Intel® Xeon® processor.
1 128GB RAM memory.

2.2.1.2 Kubeflow

The installation of Kubeflow can be doae multiple platforms[15], e.g., AWS, Azure, GCP,
OpenShift or even MicroK8s.
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The deployment can be done in an existikgibernetes cluster with the following
characteristics:

1 Kubernetes version is 1.14.
1 Atleast a worker node with:
o 4CPUs
0 50 GB storage.
o 12 GB memory.

2.2.2 Functional requirements

Not relevant.

2.3 Data models

The Al platform will be agnostic with respect to atgtaformat or model. Ingestion will be
achieved through a specific connector following girenciples of the ADS.

2.4 Application Programming Interfaces (APISs)

Kubeflow provides &ythonSDKio manage and execute ML pipelings]. A RESTful APl is
also availablgl7]. It supports also main ML libraries like TensorFlow, PyTorch orlecikit

2.5 Graphical User Interfaces (GUISs)

Kubeflowhas a central GUI to get access tb alailable functioalities. A screenshot is
included inFigure3 below.

1’;0‘ Kubeflow @ kubeflow-user (Owne) S
A

# Home Dashboard Activity

Quick shortcuts Recent Notebooks Documentation

4 Upload a pipeline E kale.log Getting Started with Kubeflow -
Pipelines Accessed 10/12/2021, 2:06:43 PM Get your machine-leaming workfiow up and running on 3

Kubeflow

View all pipeline runs lost+found

LA L MiniKF &

theines Arcessea IlarAget, S0 U A fast and easy way to deploy Kubeflow locally

4 Create a new Notehook server Microk8s for Kubeflow

Notebook Servers Quickly get Kubeflow running locally on native (4

Recent Pipelines ypervisors
4 View Katib Experiments
Katit

Minikube for Kubeflow A
-5 open-vaccine-model Quickly get Kubeflow running locally
Created 5/6/2021, 12:32:25 PM
Kubeflow on GCP
o [Tutorial] DSL - Control structures Running Kubeflow on Kuberetes Engine and Google (2]
Created 5/6/2021, 1:42:51 AM Cloud Platform
Kubeflow on AWS
- [Tutorial] Data passing in python components Runni low on Elastic Container Service an B
Created 5/6/2021, 1:42:49 AM
8 [Demo] TFX - Taxi tip prediction model trainer Requirements for Kubeflow A
Croated 5/6/2021. 1:42-48 Al Get more detailed information about using Kubefiow 2]
T and its components

_m  [Demol XGBoost - Iterative model trainina

Figure3 Kubeflow GUI. Source: https://www.kubeflow.org/docs/components/centradash/overview/
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2.6 Installation

The installation procedure for Kubeflow depends on the underlying platfémnthe case of
FlexiGroBots, the installation will be done in a baretal server and thereforenanifests are
used directl\{18].

2.7 Prototype availability within FlexiGroBots

1 MinlO is availablat https://minio.flexigrobotsh2020eu
1 Kubeflow is available in https://kubeflow.flexigrobeit2020.eu/

2.8 Release planning

1 12/2021

o Complete deployment of MinlO and Kubeflow.
1 01/2022:

0 Interoperability with AI4EU.

o Examples of ML pipelines running in the Al platform.
1 02/2022 ¢ 04/2022:

o Integration of Al platform into the ADS.

o LYGSANIGAZ2Y 2F 'L LIXIFGF2NY gA0K LATf20aQ
1 05/2022 (onwards):

o Additional features, feedback fronilpts.
1 12/2022:

o Final prototype.

User story ID |User story Priority | Story
points

Al_US 01 Development of an IDSA connector for MinlO High 3

Al_US 02 Integration of Kubeflow with AI4EU for-tesing ang High 5
publication of aréfacts.

Al_US 03 Testing of AutoML operators High 1

Al_US 04 Integration of models for common applicatiiMedium |7
services

Al_US 05 Integration of models for pilot 1 High 8

Al_US 06 Integration of models for pilot 2 High 8

Al_US 07 Integration of models for pilot 3 High 8
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User story ID |User story Priority | Story
points
Al_US 08 Optimisation for multiple architectures includin{Medium |13
ARMprocessors.
Al_US 09 Integration ofcodecarboribrary Low 2
Al_US_10 Performance monitoring and retraining functional Medium |21

Table3 User stories for the Al platform
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3 Common data services

The specifications of IDS described in the Reference Architecture Model form the basis for
creating standargsecure and sovereign data sharing capabilities for the FlexiGroBots platform
based on European values, which ensure equal opportunities and trustguchatia sharing
entities through a federated design. The IDS roles and essential components have been
RSAONR 6 SR A \ReqgRifgrients d&nd plasfornbanchitacture specificatiofs.

IDSA has createal GitHub [19] page where all links to important technical documents along
with available OpefSource (OS) projects built around IDS concepts are available. This main
repository of IDSA on GitHub provides an overview and required infasmatn IDS Open
Source Landscape that the FlexiGroBots platform will be based on to create the Minimum
Viable Data Spaces (MVDS) that will offer the common data services. The OS project has been
initiated so that the IDS standard is designed in a transpgared reusable way among various
developers of IDS components. It is open for external contributors that might want to
contribute to the implementations either by joining technical development groups or by
sharing comments and inputs.

As itis stated if20]Z ID&G is the point of truth for specifications of the IDS and its components

in the IDS GitHub page. It is also public for everyone and contains the approved specifications
that were confirmed by the IDS Technical SteeCiogmittee (IDSSC) and the IDSA Working
Groups. ID$ publishes quarterly releases with new approvals by the Working Groups and the
TSE.

A very important part of the available material that IDSA providesthe GitHub
documentation pagg¢21], whichis meant to spport everyone who wants to either build IDS
components or implement and/or contribute to the existing opgource components. It will
link you to relevant sources and will provide guidance on your wag. najority of the
projects on IDSA OS Landscape are openly available under Apache 2.0 licensey thbow
to be reused.

3.1 Implemented functionalities

For the purposes of the projecthe Dataspace Connector will be used from the different
pilots, whichis an implementation of an IDS connector component following the IDS
Reference Architecture Modellhe connector has beean ongoing project of the Data
Business department of the Fraowofer ISST22]. In the first year of the project, VTT and Atos
successfully demonstrated the exchange of data between two instances of the Dataspace
Connector. In the second year of the project instances of the connector welidaged from

all the entities that need to exchange data in a sovereign way and the testing phase will start.
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Atos and VTT will develop the rest of the necessary components bastutk apen-source
components of IDSA.

The implementations of the connect®for the projects will be tested using the IDS Testbed
[23], which is a setup dbpenSourceDS components that can verify that a component:

1 Implements the IDS specifications for establishing connections and communication.

1 And,thus, can workn an interoperable wawith all IDS components in the testbed setup.

The current version of the testbed that is characterized asramal setup with essential and
already available components depicted below.

Legend
Validated open source component behaving
- - according to specification
Connector A (acting Connector B (acting
as Data Provider) as Data Provider)
C C Component to be tested
| @ Identity certificate issued by the CA
request data from provide data to
connector A on request connector B on request
Broker DAPS
register own data set Connector request DAT
| Q query available data sets under test |
request
device certificate
CA

Figure4: Current version of the IDS Testbed

IDS Testbed will be used to test the behaviour of the connector in terms of interoperability
against IDS components (Connector, DAPS, CA, Metadata Broker) and will be the final step for
the conponent to be characterizedertificationready.

3.2 Requirements

3.2.1 Technical requirements

The deployment of ADS Common Data Services is based on the usage of Docker containers. In
principle, this is the only technical requirement foreseen so far.

In the specift case of the metadata broker, the minimum recommended configuration is:
1 20GB of free disk space.
64bit quadcore processor.

1
1 Ubuntu 20.04 is higher.
1 Docker version 20.10.7 or higher.
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3.2.2 Functional requirements

All systems that will become part of the FlexiGroBots ADS should be compliahD&RAM
principles. Specific connectors should be implemented to allow exchanging data according to
this vision.

3.3 Data models

Common Data Services of tRexiGroBots platform will use the Information Model of [D§

as the domaimgnostic common language that represents an essential agreement shared by

the participants and components of the IDS, facilitating compatibilityiatedoperability. The

information model will only supporthe description,publication and identification of data

products andreusable data processing software (both referredtite IDSRAM asd 5 A 3 A G | £
wSaz2dz2NOSaé s 2NJ aAY LielevartResdurcedanIsniified) they bayf BeS i K &
exchanged andonsumed via semantically annotated, easily discoverséxeices.

The FlexiGroBots Consortium will define a dorsgracific vocabulary that will be provided to

the Agriculture MVDS participants on tagf the information model allowing them to
understand each other in terms of the data they exchange.

3.4 Application Programming Interfaces (APIS)

A description of the REST API of the IDSA connector is avail§®tg. dit contairs endpoints
to execute CRUD operatioie manage resources, catalogs, representations, aefacts,
agreements and contracts.

GET /api/offers Get alist of base resources with pagination
fapifoffers Create a base resource

GET Japifoffers/{id} Geta base resource by id

fapifoffers/{id} Update a base resource by id

‘ SR 1M /api/offers/{id} Delete a base resource by id

GET Japifoffers/{id}/catalogs Getall children of a base resource with pagination

J/api/offers/{id}/catalogs Replace the children of a base resource

Japifoffers/{id}/catalogs Add alist of children to a base resource

‘ SBl /api/offers/{id}/catalogs Remove a list of children from a base resource
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‘ fapifcatalogs/{id}/offers Getall children of a base resource with pagination ‘

‘ /api/catalogs/{id}/offers Replacs the children of a base resource ‘

‘ POST /api/catalegs/{id}/offers Add alist of children to a base resource ‘

‘ m /api/catalogs/{id}/offers Remove a list of children from a base resource ‘

Figure 5 IDSA Dataspace connector REST API endpoints. Sourttes://international -data-spaces
association.github.io/DataspaceConnector/Documentati/v6/RestApi

In the case of the metadata brokehere is also a REST API available in Swagg§zBlub

Human User Enpoints for human users interacting with the 1DS Metadata Broker through a Web Browser ~

‘ / Metadata Broker's Self-Description v‘
‘ /browse requests frontend V‘

Multipart Interactions Tne HTTP Muttipart Interactions, using IDS Messages in the Mutlipart Heager and the optional related content in the Multipart Payload. A~
‘ m /infrastructure Infrastructure related IDS Mulipart Message endpoint. ~ ‘
‘ /data Contentrelated interactions with the indexed data, mainly Q and D ipti v ‘
Broker The REST endpoint of the IDS Metadata Broker (draft) A~

‘ / Metadata Broker's Self-Description \/‘
[m P — v]

Catalog todo (arafy ~

‘ /Catalog Read the Catalog V‘
[m /Catalog Requestthe Headers V}
[m /Catalog Read the allowed operations \,J

Figure6 Extract ofIDSAMetadata broker REST API endpoinource
https://app.swaggerhub.com/apis/idsa/IDSBroker/1.3.1

The implementation ofhe DAPS component will be done following the specification available
at[27].

3.5 Graphical User Interfaces (GUISs)

Not relevant for common data services.
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3.6 Installation

The installation of the connector for each system participating in the ADS will depend on the
specific implementation that is performed. Nevertheless, Docker containers withée
standard mechanism followed by the project.

For the Metadata broker, the installation procedure is documented in det§28h

3.7 Prototype availability within FlexiGroBots

At M12 of the project, VTT and Atos achievediémonstrate the exchange of data between
the systems managed by these two companies, VTT data lake and Atos Al platform. The
source code used for this development can be founptht

3.8 Release planning

1 01/2022:
o Data exchanges between FlexiGroBots entities through cusd&Acompliant
connectors.

0 Usage and deployment of IDS Metadata Broker.
02/2022 ¢ 05/2022:
o Implementation of prototypes for DAPS and CA.
1 06/2022 (onwards):
o tAf20aQ AYyGSaANIrdAz2y®
1 12/2022:
o Finalprototypes.

==

User story ID |User story Priority | Story
points
ADS US_01 |Deployment and usage of metadata broker High 3
ADS US 02 |Implementation of connector for Al platform High 2
ADS US 03 |Implementation of connector for geospatial servig High 2
ADS US 04 |Implementation of connector for MCC. Medium |2
ADS US 05 |Implementation of connectors for Pilot 1 High 5
ADS US 06 |Implementation of connectors for Pilot 2 High 5
ADS US 07 |Implementation of connectors for Pilot 3 High 5
ADS US 08 |Development of DAPS component Medium |8
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User story ID |User story Priority | Story

points
ADS US 09 |Development of CA component Low 13

Table4 User stories for theADS
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4 Geospatial enablers and services

The aim of the FlexiGroBots geospatial enablers and services is to provide a set of-general
purpose services and features that facilitate the access, visualization, and processing of
geospatial datasets necessary for performing the daily activitiethe farm. Therefore, and

by building on top of (and complementing) the common enablers provided by tasks T3.4 and

¢odpzZ

G§KS T2 OdeasS 28FLJFGiKAMI-af

1 Deployment of geospatial data management and access and gsmgeservices.

(9 y&l | dstib@seedar ol yaR

aSNDAO

1 Implementation of additional data exchange connectors (not offered by T3.4) specialized
for geospatial data formats; and

1 Implementation of supporting GIS processing services (invoked via OGC WPS API) required
by the data workflows in theilots. In some cases, it will lead to the implementation of

advanced services combining Big Data Copernicus and Al.

Furthermore, FlexiGroBots, the precision agriculture domain in general, heavily depends on a
variety of heterogeneous spatially enabledamhation, being Earth Observations (E@ither
collected from satellite imagery and/or UAV®ne of the main inputs for several other
agricultural ICT services (e.g., vegetation indices calculation, pest detection, robots mission
planning, etc.). Thugne of the key geospatial components planned for deployment within
FlexiGroBots agricultural data space is a data cube (in this case, leveraging on tsemen
solution Open Data Cube (ODC)) for facilitating the management and access to the Copernicus
satellite imagery (e.g., Sentinel 2) required by the pilots as well as other Earth Observation
datasets produced by them (e.g., raster images from the UAVSs). This component, together
with others, will be the base for implementing other geospatial processarvices (some of

which will be powered by Al) in the next phases of the project.

4.1 Implemented functionalities

As mentioned before, the provision and deployment of the data cube servieeleen the
priority for the first release ofhe FlexiGroBots platform as it will be the base for developing
other (geospatial and/or Abased) services for the pilots.

FlexiGroBots data cube leverages the Open Data Cube (@&)Gyhich is an opefrsource
solution forthe management andnalysiof Earth Observatiodata.

accessing, managing, and analysing large quantities of Geographic Information System (GIS)
data - namely Earth observation (EO) data. It presents a common taalframework
composed of a series of data structures and tools which facilitate the organization and analysis
of large, griddeddata collectionsAs it is explained if80]~ Thé& Open Data Cube system is
designed to (1) Cabague large amounts of Earth Observation data; (2) Provide a Python
based API for higherformance querying and data access; (3) Give researchers and other users

Document name:

D3.1 FlexiGroBots Platform v1

Page:

29 of 63

Reference:

D3.1 |Dissemination: ’PU

Version: |1.0

Status:

Final




easy ability to perform Exploratory Data Analysis (by means of Jupyter notebooks); (4) Allow
scalable continenscale processing of the stored dasad (5) Track the provenance of all the
contained data to allow for quality control and update®

The following imagé€based on the work done if80]) depicts the current deployment and
availability of tools provided by the ODC which are currently availableeiriFlexiGroBots
platform (marked in green colour those already available and in yellow the ones that are being
integrated at the time of writinghis document).

&

Satellite Data Providers

/-_-—-\

h 4
- -

OPEN DATA CUBE
. o

' m| (e

Web Ul Notebooks

Figure7 Open Data Cube (ODC) componenSource of original imagg30]

1 Command Line Toolso that it is possibléor developerdo interact with the ODCThese
includescripts fa registering EO data products definitions in the data cube databade
indexing the actual EO products (e.g., Sentinel 2 imaggs)sing their accompanying
metadata recordsThus, thedatacubeis aware of their existence and can offer them via
the corresponding OGC WMS and WCS APIs.

1 Open Data Cube Explores being currentlyntegratedto provide a visual interface for the
exploration of the inventory.

1 Web User Interface (UKp obtain visualf the outputs of the algorithms.

Jupyter Notebooksontaindetailed examples and allow interactive development.

1 Open Geospatial Consortium (OGC) Web Servi&andard and interoperable service
interfaces provided by the ODC in order to facilitate the asde the gridded data to other
non-ODC applications (e.g., map visualizers, Al/robotic services using raster data as input).
FlexiGroBots ODC currently supports OGC Web Map Service (WMS) and OGC Web
Coverage Service (WCS) interfaces, which all@uslizngas images the gridded data and
access to it in its raw format respectively. A third OGC interface will be made available in
the coming months, that is, OGC Web Processing Service (WPS), allowing to directly

=
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implement within the data cube itself variogpsocesses using the satellite/UAVs datasets
(e.g., NDVI calculation) and offer them via a common API interface for being used by the
LAt 20aQ aASNWAOSakaealtSvyakiz2ta 6AGKAY Ct SE.

4.2 Requirements

4.2.1 Technical requirements

The deployment and installation of the different data cube components (see section 4.7)
require a Linwbased server (currently tested an Ubuntu 20.04 virtual machingas well as

Docker and DockdZompose software as each data cube component is prdwaahel run in a

separate container.

{G2N)} 3S NBIljdZANBYSyida IINB t2¢ 3IAGSY GKIFIG GKS
(either from the satellite or UAYsbut it only stores within its internadPostgreSQi PostGIS
database the metadata about theffthe datasets themselves are located somewhere else,

e.g., AWS, Azure or a local pilot server with the UAVs captured imagery).

Concerning memory and CPU requirements, according to their technical guid@8liies

dTheability to run concurrent processes is based on the number of cores, and the size of each
concurrent process depends on the amount of available memory. Analyses on large datasets
2F0SYy NBIdZANBE aLX AddGAy3 + £ NBSOKRREAD (RF NI ¥
STFAOASY(H LINROSaaiAyad ! WYWOKdzy1Q Ay GKA&a O2yi
large analysis regions are broken into many smaller subsets and processed independently. As

a general rule of thumb,

1 At least one core per diesd concurrent user: More per user is desired if execution speed
is a concern, for exampleach analysis run using our Ul is split into 5+ parts that are then
computed concurrently

1 Atleast one gigabyte of memory per core: Depending on your analysjdltiaseay need
to be higher. Most of our algorithms allow for temporal as well as geospatial chunking, so
SFOK LINRPOS&aQ YSY2NE dzal 3S A& FLANI & f2¢

Besides, from our current testing, it has been noticed thatperformance of ODC decreases

due to nonproximity with the SentineR datasets (currently using the free copy provided by

AWS). Therefore, in order to improve it, one possibility (instead of having to store a copy of

allthe necessary Sentinel 2 or Landsat imagery locally) is to deploy an insfaheeODC in

AWS, so it can benefit from directly accessing those datasets and improve the data access and

processing times.
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4.2.2 Functional requirements

Before the indexing of the satellite and UAVs imagery can take place, it is necessary to register
in the data cube the EO produxtdefinitions for the types of images to be ingested.
Fortunately, the ODC already provides several of these definitions for many of the most
common EO data products, as is the case for Sentinel 2 level 2A product or the Lant$at 7 a
8. A comprehensive list of products definitioméready preparedcan be found here:

In a similar manneifor each type of image product produced by tbé&Vsijt is necessary to
define and register the corresponding EO. In this case, this can be done by taking one of the
abovementioned products definitions as template and modifing it accordingly to the
concrete details of the image produced by the UAV.

/| 2y OSNYyAy3a GKS AYF3ISNE ad2NIr IS a YSYUA2ySrE
data (as the recommended approa¢B?] is just to index it by using the metadata that
accompanies it) and therefore, the imagery must be in other (local or cloud) repository.
Nevertheless, the existence of metadata records for each image scene is mandatory (or it must
be (semi)automatically cafted upfront) for the data cube to be able to index them. The ODC
can directly process STAC and EO3 metadata fileshe case of the UAVs EO datasets, it is
necessary to automatically generate these STAC metadata files from the data itself sgece the
YSGFRFGLF NBO2NR&a R2y Qi SEA&GOD

4.3 Data models

In principle, the ODC can use as input (or provide as output) any grid specification supported
by GDAL. Nevertheless, the most common ones will be used, i.e., GeoTiff, JPEG2000 and COG
(CloudOptimized GeoTiffs)

Concerning the metadata necessary for indexing the EO data products, ODC is able to process
metadata records based on ST|8B] and EO3 formats.

4.4 Application Programming Interfaces (APISs)

The ODC provides two different types APIs for accessing and processing the gridded
imagery:
1 A Python SDK library, which allows to directly managedtita cubeas well as taccess

and process in a more specific manner the resources. A full specification of the API can be
found here:

1 AWS alreadprovides the STAC metadata together with the Sentinel 2 imagery, which is very convenient for
indexing it with the ODC.
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https://github.com/digitalearthafrica/config/tree/master/products
https://opendatacube.readthedocs.io/en/latest/api/index.html

1 A set of OGC service interfaces, which allow to interact with an Open Data Cube instance
using client software (for examplegBktop GIS like QGIS, or a web mapping library like
Leaflet), through the use of Web Map Service (WK§BE] and Web Coverage Service
(WCS]J35] standards. A third OGC interface, Web Processing Service [88]3)ill be
made available in the next months, allowing to implement and execute directly over the
data cube some processing algorithms.

4.5 Graphical User Interfaces (GUISs)

The ODC provides two means of visually interacting with it:

9 Data Cube Explorer (planned for deployment in FlexiGrolBdtse next months): it is a
web application for searching and browsing the metadata available from an Open Data
Cube. It has ritvisualisation abilities to show the available data extents and can be used
to browse the provenance of indexed data.

Is8_nbar_albers

across June 2018

1433 unique tiles
Entirely EPSG:3577

Figure8 Data Cube Explorer

1 Jupyter notebooks: which give consultancy services and/or expert farmersabdisy to
perform Exploratory Data Analysis and testing of algorithms over the gridded data
previous to putting them into production.
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In [7]: ds = load _ard(dc=dc,
products=['s2 12a'l,
measurements=bands,
dask_chunks={},
**query)

print(ds)

Using pixel quality parameters for Sentinel 2
Finding datasets

s2_12a
Applying pixel quality/cloud mask
Returning 62 time steps as a dask array
<xarray.Dataset>

Dimensions: (time: 62, x: 483, y: 474)

Coordinates:
*y (y) float64 4.944e+06 4.943e+06 ... 4.934e+06 4.934e+06
* time (time) datetime64[ns] 2021-06-01T11:39:42 ... 2021-10-31T11:...
*-X (x) float64 -8.394e+05 -8.394e+05 ... -8.298e+05 -8.298e+05

spatial_ref int32 6933
Data variables:

blue (time, y, x) float32 dask.array<chunksize=(1, 474, 483), meta=np.ndarray>

green (time, y, x) float32 dask.array<chunksize=(1, 474, 483), meta=np.ndarray>

red (time, y, x) float32 dask.array<chunksize=(1, 474, 483), meta=np.ndarray>

nir (time, y, x) float32 dask.array<chunksize=(1, 474, 483), meta=np.ndarray>

swir_1 (time, y, x) float32 dask.array<chunksize=(1, 474, 483), meta=np.ndarray>
Attributes:

crs: epsg:6933

grid mapping: spatial ref

In [8]: rgb(ds, index=[0,1,2,3])

b .. < *
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Figure9 Jupyter Notebook with some sample code and results for the processing of Sentimebges in the
Spanish pilot area

4.6 Installation

The current instance of the ODC deployed in FlexiGroBots platform comprehends running (in
an orchestrated manner by means of Docker Compose) of the following separate docker
images:

1 postgis/postgis:14B.1-alpine: Postgresql + PostGIS database used for storing all
information necessary for correctly managing the ODC metadata, the EO datasets
products definitions, the EO products indexed as well as for exposing them through the
OGC WMS and WCS service interfaces.

1 opendatacube/datacubéndex[37]: provides a series of Python scripts for i) registering
the EO data products (defined in separate yaml files) into the ODC database, and ii)
indexing the EO data products in the ODC.

1 opendatacube/owg38] [39]: provides the OGC WMS, WMST and WCS services on top of
the data cube

1 opendatacube/cuben-a-box [40]: provides a complete Jupyter Hub environment
(together with all ODC Python SDK libraries, Numpy, Xarray, Pandas and other commonly
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used Data Science Python libraries) for working with and executing Jupiter Notebooks that
make use of the underlying ODC features and offered EO datasets.

Due to the redtive complexity for setting up, deploying and having run all ODC components,
three dockercompose files have been prepared with the necessary configurations (e.g.,
environment variables, a common shared network for permitting that all ODC components
I NBA&AOf Sé YR O00OSaaAaofsS G2 SIFEOK 20KSNE SO
The following showcases the typical steps necessary for having a running ODC instance for the
Spanish pilot:

1) Redistration oEO data products definitions and indeton of Sentinel 2 data products

1.1) Getthe ODCatabase and the indexer containers up and running

$ dockercomposef dockercompose.products.yaml up
1.2) Attach to the index container and register the Sentinel 2 data product
definition
$ docker exeeit odc-indexer bash
$ datacubev system init (this prepas the PostgreSQL database tables)
$ desyneproducts /conf/products.csv (Add a product definition for Sentiggl

1.3) Indexing available Sentinel 2 produétfor the Spanish pilot (by providing a
spatial bounding box and temporal range)
$ stacto-dc--bbox=-10,41;9,42'--cataloghref="https://earth-
search.aws.element84.com/vO/collections="sentines2-I2a-cogs'--datetime="202101-
01/2021-12-20"

2) Expose ODC EO data products via OGC Services
2.1) Getthe OGC services up and running

$ dockercompose-f dockercompose.ows.yaml up

2.2) Attach to the odeows container and update the database tables related to the ows
services since there are new EO datasets availdlile

$ docker exeeit odc-ows bash

$ datacubeows-updateqviews

$ datacubeows-update

3) Deploy Jupyter Hub and sample notebooks

$ dockercompose-f dockercompose.jupyter.yaml up

2Sentinel 2 products are retrieved from Amazon Web Services (AWS), given the convenience of using COG format
and the already availabl8TAC metadata for each Sentinel 2 image.
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4.7 Prototype availability within FlexiGroBots

Original ODC components code is hosted in the official Open Data @GitlHHeb account

( ). However, these have been forked into FlexiGroBots
dedicated Gitub repository [ ) in order to add some
specific changes and configuration files required by the project.

In the next weeksit is planned to deploy a more stable version of the FlexiGroBots ODC
instance either in one of the project servers and/or in AWS in order to takardage of the
proximity to the EO data imagery (yet to be decided).

4.8 Release planning

User story ID |User story Priority  |Story

points

GEQOUS_01 |Deployment of basi©DC instance (comprehendiHigh 3
PosGIS database, odwex, odeows and ode
jupyter hub)in Atos/AWS

GEQUS 02 |Registration of Sentinel EO product definition an| High 5
indexing datdor the 3 FlexiGroBotsJA f &eiasi Q

GEQUS 03 |Descriptionand registration of EO product definiti¢ High 3
for the UAVs imagery produced the 3 FlexiGroBot
pilots

GEQUS 04 |Processing of FlexiGroBots pilots UAVs prod{Medium |2
imagery into COGlormat in order to improve
performance when used by ODC

GEQOUS_05 |Implementation of Python script for automaticalHigh 5
producing STAC metadata out of FlexiGroBots |
imagery(preferably from the COGs)nd indexing i
into the ODC

GEQUS_06 |Deployment of ODC Explorer to facilitate tmanual Low 3
visualization and exploration of available datag
offered by ODC

GEQUS 07 |Deployment and configuration afdcwps on top o{Medium |6
the ODC in order to enable the possibilitydivectly
execue specific algorithms usinfe EO data offere
by the ODC using the OGC WPS API

GEQOUS 08 |Implement algorithms (to be discussed ajMedium |8
prioritized with pilots e.g., NDVI calculatiprusing
ODC EO data and expose theimthe OGC WPS A
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User story ID |User story Priority | Story

points

GEQUS 09 |Index other additional EO/rastdrased datasetsLow 4
potentially useful/necessary for the FlexiGroB
pilots (e.g., Landsat 8 imagery, DEM, etc.)

Table5 User stories for thegeospatial processing and services
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5 Common application services

FlexiGroBots will count with several software modules that are designed to be shared and

NB dzd SR

tAf20a

O2dzZ R

The different services have been classified into three categories: (i) situation awareness, (ii)

0SG6SSy dswdl astilh@&rerSdbatiQagricultirdl ®litdns. These
common applications and services will bevdloped within Task 3.4 of the project. Thus, the
partners of the consortium are collaborating to find common services that could benefit all
GKS 2@SNI f ¢
development some of the modules are still being defined. Also, the final number of services
RSLISYRAY3I 2V
subsections present the status of the selected common services, alongheitldescription.
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utility and (iii) generalization. More informationnoeach category is provided in the
correspondent category.

5.1 Situation Awareness

¢tKS aSNPAOSa

5.1.1 SLAM

Thepartners are developing a Simultaneous Location And Mapping (SLAM) software module.
This service will allow robots to create 3D reconstructions of their surroundings, processing

dzy RSNJ G KS OF (GS32NE
capacity to detect and understand its surroundings. All four proposed services are computer
vision models, all of them featuring deep learning technology.

Sa

G

GaAldz GA2Y |

clouds of points into maps. Also, they will be able to locate themselvesniitiei created
maps. This will be done by processing a sequence of images (video) from a monocular camera
located in the UGV itself. This service could be implemented in any UGV equipped with a

camera. Since all three pilots are using vehicles with camt#rag,all will benefit from this

module, creating maps of the different fields and enabling each UGV to locate themselves

within those maps.

The software will use classical computer vision technigueariatysingeach image in search
of landmarks. Eaclidme of the video will have its own landmarks, a combination of reference
points that are intrinsic to the image and allow the camtraosition itself in the image. The
recognition, movement and variation of those landmarks in successive images allews th

Y2 Rdzt S

G2 NBONEBI (S

GKS Ol YSNI Q&

Y2@3SYSyi

Also, this module will use the translation matrices (that combine intrinsic properties of the
camera with the quaternion description of the movement) and the landmarks to féxedineed

deep neural network that will output a 3D reconstruction of the scene.
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